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1. Project Outline

This project is intended to work as a learning tool for data extraction from

images. The project uses a data set of 160 prostate histopathology images,

some of which are of cancerous areas and some of which are not, which was

collected by Wouter Bulten. As a case study, the data set is configured in R for

variable extraction and image classification. Then, variable extraction and image

classification is performed, followed by sensitivity and specificity analysis. This

process will then be displayed and explained on a website. This website will

explain to the user how to undergo the process of extracting data from images,

including informative images and links to helpful sources to allow the user to

expand upon the information provided by the website. Additionally, an interactive

tool will be included on the website that allows the user to upload an image and

extract variables from it, providing them with a hands on introduction to variable

extraction.



2. Case Study

a. Data Selection

Wouter Bulten’s prostate histopathology image data set was

chosen as an adequate data set for variable extraction and image

classification due to its inclusion of whether or not an image corresponds

to a cancerous region of the patient’s prostate. This allows for

classification methods to be tested easily on the data set. Since the

cancerous images are known, the accuracy of predictions of cancer in the

image based on extracted variables can easily be tested.

b. Data Configuration

The data set is provided as a CSV file. When uploaded to R, the

data set is converted to a dataframe with 4 variables, the id of the image,

the slide that the image is found on, whether or not the image contains

cancer, and the id of an image in its respective slide.

This dataframe is shown in Figure 1.1.



Figure 1.1

The cancer classification variable is stored as a character variable in the

dataframe. For classification, this variable needs to be stored as a

numerical variable. This is done in Figure 1.2, where the mutate()

command is used to create a new column, “Cancer,” that stores a 0 for

cancerous images and a 1 for non-cancerous images.

Figure 1.2



c. Variable Extraction

The code for variable extraction is shown below in Figure 1.3.

Figure 1.3

First, empty vectors are created that will eventually contain the variables.

Then, a for loop is used to extract variables from each of the 160 images.

On line 31, a new image is uploaded as a variable in R. Next, the

as.numeric(R()), as.numeric(G()), and as.numeric(B()) commands are

used to extract the red, green, and blue channels from each pixel in the

images as numerical values. This allows the means and standard

deviations for the color channel values of the pixels in each image to be

calculated and used as representations of the red, green, and blue

intensities in the images. On line 41, a grayscale copy of the image is

created. This allows for a simple threshold to be used to obtain counts of



dark and light pixels in the grayscale image. The proportions of light and

dark pixels in an image are then calculated by dividing the counts by the

number of pixels in an image. All of these extracted variables are stored

in their respective vectors that were created at the beginning of Figure 1.3.

These variables are then added into the dataframe using the

mutate() function. This is shown in Figure 1.4, along with the resulting

dataframe.

Figure 1.4

d. Classification Technique

For a classification technique, logistic regression is used as an

example. This is done using the glm() function, as shown in Figure 1.5.



Figure 1.5

Then, a confusion matrix, shown in Figure 1.6, is created to show correct

and incorrect classifications based on the logistic regression model.

Figure 1.6

The model correctly predicts 82 non-cancerous images out of 89 total

non-cancerous images and 51 cancerous images out of 71 total



cancerous images. Finally, sensitivity (the true positive rate) and specificity

(the true negative rate) are calculated in Figure 1.7.

Figure 1.7

A sensitivity of 0.718 and a specificity of 0.921 are obtained. This shows

that the logistic regression model is extremely specific, but only

moderately sensitive. It can be concluded that further variable extraction

and exploration of classification techniques is needed to obtain adequate

sensitivity. Links to resources explaining other potential techniques will be

included on the website.



3. Next Steps

Moving forward, the focus of this project will shift towards the creation of a

website that will act as a learning tool for image variable extraction. The case

study will be used as an example, showing the steps to properly perform variable

extraction and image classification. Sources will be found and included in the

website that will provide the user with resources that will allow them to go beyond

the more introductory approaches outlined on the website. Additionally, a page

on the website will be created that takes an image file as an input and outputs

the 8 variables that were extracted in the case study.

4. Conclusion

The majority of the project so far has been completion of the case study.

This provides an adequate example of variable extraction in practice that can be

explained effectively on the learning tool website. The remainder of the project

will consist mostly of web design, using HTML, PhP, and CSS to create an

interesting and engaging learning tool.
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